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Abstract: 
 In a natural language text, a word can occur with different lexical tags in different contexts. First 

step in all natural language applications is to get the accurate syntactic category of each word in a 

sentence based on its role in the text. This is also called part of speech tagging (POST). There are 

different approaches for assigning a part of speech (POS) tag to each word of a natural language 

sentence. Broadly the classification of approaches can be done as Rule based, Statistical based 

and Transformation based. Subsequent researches have added various modifications to these basic 

approaches based on Maximum Entropy, Decision tree, Conditional Random Field, Support 

Vector Machine, Neural Network etc..  Each approach has its advantages and disadvantages. In 

this paper, we elaborate the functionality of different approaches and try to present a comparison 

of latest approaches. The comparison shows that due to availability of large amount of data 

through internet, statistical techniques with some contextual and morphological knowledge of 

language are more powerful than the regular grammar based technique.     

Introduction: 
Part of speech (POS) Tagging is a process that attaches a suitable tag with each word of a 

sentence from a given set of tags. A word can have multiple categories and meaning. The main 

challenge in POS tagging involves resolving this ambiguity of possible POS tags for a word.   

For example:  

In Hindi:    (1)  Okg vke vkneh gSA       (2)  ml vkneh  d¨ vke [kkUkk Iklan gSA  

In sentences (1), syntactic category of word “vke” is  “adjective” and in sentences (3)  syntactic 

category of word “vke” is  “noun”. 

In English: (3) Mohan is reading a book.         (4)  Agents book railway tickets. 

Similarly in sentences (3) and (4), the word “book” has role of “noun” and “verb” respectively.  

In sentences (1) to (4) we can resolve the ambiguity on the basis of sentence structure. But in 

some cases, even the pattern of the sentence is not helpful in resolving the ambiguity and it can be 

resolved only on the basis of context. For example in the sentence “eq>s l¨uk pkfg;sA”, syntactic 

category of the word “l¨uk” can be resolved only on the basis of context. 

Tag of a word gives lexical and syntactic information of word i.e. syntactic Category, Number, 

Person, Gender etc.. The set of all tags is called Tagset. There are some standard tagsets for each 

Language and it’s size varies from language to language.  Part of Speech Tagging plays 

significant role in NLP, accuracy of tagging influences the performance of different applications 

of NLP. A number of approaches have been proposed by researchers. In this paper, we have made 

an effort to understand and analyze the existing approaches for POS tagging in Natural language.    

Approaches Used for POS Tagging [1][2][3]: 

The area of automated Part-of-speech tagging has been enriched over the last few decades by 

contributions from several researchers. We studied following approaches. 

Rule Based[ 1 ][2 ][ 3]: 

Initially, people manually engineered rules for tagging where knowledge was incorporated as a set 

of rules or constraints written by the linguists. The linguistic rules ranged from a few hundreds to 

several thousands, and it usually required years of labour. Rule based Tagger works in two 

phases. In first phase all possible tags are assigned using lexicon or dictionary and in second 

phase linguistic rules are imposed to get single correct tag of each word. 

First very popular rule based tagger was TAGGIT [1], which was used for initial tagging of the 

Brown Corpus. There are 3300 manually created context based rules and 71 tags to determine the 
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correct tag of a word. Rules in TAGGIT consider maximum two left and right tags. Rules are 

written as: 

Tagi Tagi+1 Tagi+2? Tagi+3  Result Tag-------------------------(1) 

Tagi Tagi+1 Tagi+2? Tagi+3   Not Tag ---------------------------(2) 

Tagi+2 in Rule1 and Rule2 is determined on the basis of left and right context tags (Tagi ,Tagi+1 , 

Tagi+3) 

Tag1 ? Tag2 Not_Plura _Noun --------------------------------(3) 

Where Tag2 is Third_Person_Singlar_Verb, Rule 3 says that Plural_Noun can not followed by 

Third_Person_Singlar_Verb. 

Creating a complete set of such rules for any natural language is almost impossible and as the 

number of rules the rule base tends to become ambiguous. 

A lot of effort has been devoted to improve the quality of the tagging process in terms of accuracy 

and efficiency. The constraint grammar formalism has also been applied for other languages like 

Turkish. The development of ENGTWOL (an English tagger based on constraint grammar 

architecture) can be considered one of the most successful efforts. Rule based approach is a 

natural and classical method for tagging but it is a very lengthy and time taking process. 

Identification and representation of all linguistic rules are the main bottlenecks in rule based 

approach. 

Statistical Based Part of Speech Tagging[1][2][3]: 

Statistical POS Tagging approaches can be divided into two parts Supervised and Unsupervised. 

Supervised POST approaches uses pre tagged corpus. Corpus is a collection of thousands of 

natural language sentences in which each word is assigned a pre decided label / tag. Using the 

statistical information of words, tags and tag sequences in given corpus, tag sequence of new 

sentence is determined. HMM, Maximum Entropy, Conditional Random Field are example 

supervised approaches. In unsupervised approaches, there is no need of pre decided tagset and 

tagged corpus. Instead these systems make use of advance algorithms like Baum- Welch 

algorithm and machine learning based clustering techniques to induce tagset and rules from 

untagged corpus, example of this approach is Brill Tagger. 

Unigram: 

Unigram is simplest statistical method of POS tagging. In this method most probable tag is 

assigned to words. Most probable tag of a word is computed by using conditional probability of 

word with different possible tags.  

P(T1 | Word) = # Word appear labeled with T1 in corpus / # word appear in corpus, where: T1 is any possible 

tag of tagset. 

HMM [ 4 ][5 ]: 

Hidden Markov Model is a statistical tool for modeling time series data like problem. HMM is an 

extension of Markov Process. A Hidden Markov model can be describe with the help of following 

four parameters {S, A, B, П}.  

Where:  

S is the set of all possible N states in system. These states are hidden not visible to user. Users can 

see only possible M observations on each state. For POS tagging problem states are all possible 

tags in tagset and all possible distinct words in corpus are M observations.  

A[ ] is a transition matrix of size N*N, it store all possible probabilities from one state to all other 

states. For POS Tagging problem it is calculated with the help of pre tagged corpus, it represents 

the probabilities of a tag followed by other tags.  

B[ ] is emission matrix of size N*M, it store the probability of each observation from each state. It 

represents how much time a word is used as noun, verb..etc. it is computed with corpus. 

П[ ] is initial state matrix of size N for each state. It represents how much time sentences start 

with different tags. 
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HMM consider POS tagging problem as a sequential data problem. POS tagging formally can be 

express as P(S|O), where S(S1,S2,S3…SN) is the sequence of states / tags and O (O1,O2,O3…OM 

)is sequences of observation  / words. 
S*= Argmax(P(S|O) : Find such S which maximize P(S|O) 

Computation of P(S|O) is very difficult by using bayes theorem and chain rules it can be 

simplified as  

S*=Argmax(P(O|S) x P(S) / P(O) ), denominator P(O) can be ignored, it is same for all sequences 

of states. 

S*=Argmax(P(O|S) x P(S) 

 =P(S1,S2,S3…SN)  x P(O1,O2,O3…ON | S1,S2,S3…SN)  ) 

 =P(S1)x P(S2|S1) x P(S3|S2,S1) x P(S4|S3,S2,S1)……P(SN|SN-1SN-2…..S1) x P(O1| S1,S2,S3…SN) x 

P(O2| S1,S2,S3…SN,O1) x P(O3| S1,S2,S3…SN,O1O2)……… P(ON) |S1,S2,S3…SN, O1,O2,O3…ON). 

Using Markov assumptions of order1 (present state depends on only previous state and 

independent on other states) and Independent assumption (observations depends on only current 

state and it is independent on other states).  Expression can be simplified as 

=P(S1|S0))x P(S2|S1) x P(S3|S2) x P(S4|S3)……P(SN|SN-) x P(O1| S1) x P(O2| S2) x P(O3| S3)……… 

P(ON| SN,). 

=∏ P(Si|Si − 1)𝑛
1  x P(Oi|Si) 

This expression is computed for all possible state combinations, which state sequences has 

highest value is the f and it is time taking process, its computation time is |S||O|   . By using Viterbi 

algorithm Computation time can be reduced from |S||O|    to |S|x|O|. 

HMM is an important mile stone in statistical based natural language processing, it is used in all 

statistical based techniques as a base.  Many tagger developed using this approach with accuracy 

more than 90% [4][5 ]:. Accuracy of HMM is depends on the corpus size and size of tagset. 

Maximum Entropy Based Model For POS Tagging [ 6 ][7 ][ 8]: 

POS tagging can be considered as a classification problem. In classification problems data are 

separated into a number of classes on the basis of features (attributes) of data.   Maximum entropy 

model uses multiple features at the same time to predict the tag of a word. For POS tagging 

language specific features like word features, dictionary features and corpus features in addition 

to context features added in HMM.. In which objective is to find an estimation function f (A,B) 

which assigns x A (where x denote word and its contextual and morphological information) 

it’s appropriate  class y B, where y is the one of the class / tag of predefined classes or possible 

tags.  

Contextual information of input x can be expressed with the help context predicate Boolean 

function. It returns true if the input has required context and returns false if not, context predicate 

functions are as 

CP1(input) { true, false }  

Word-Ends-ing(word) { true, false }, Last_chars_Ly(friendly) { true, false } 

context predicate function Word-Ends-ing () returns true if input is ‘walking’ and returns false if 

input is ‘book’, A set of such context predicate functions (CP1,CP2,….CPN) are used to capture 

complete lexical , morphological and local contextual information of a input word.   
Feature functions f:(A x B) is Boolean function that map class and context predicate. Feature 

functions takes two arguments one is possible class and other is set of context predicate functions 

(CP1,CP2,….CPN). Feature functions are as. 

f:(A x B)  {0,1}  

𝑓(𝑎, 𝑏) = { 1           𝑖𝑓 𝑐𝑙𝑎𝑠𝑠 ==′ 𝑎′ 𝑎𝑛𝑑 Word − Ends − ing(b) = true
0          𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒                                                                         

 

Where Word-Ends-ing(b) is a context predicate function as given above. A set of language feature 

functions are identified. Weights are assigned to each feature according the correctness of feature 

in given corpus during the learning phase of model.  
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Maximum entropy model is also called unbiased constrained based model, above said feature 

functions are considered as constrained on the system. Word Entropy is used to measure 

uncertainty of the system. Entropy is directly proportional to uncertainty in system, entropy with 

uncertainty. Maximum entropy means most uncertain or uniform distribution. So it is called 

unbiased system. This model takes advantages of statistics of corpus as HMM and knowledge of 

linguistics in form of feature functions. Taggers developed using this approach has achieved 

accuracy up to 96% .  

Conditional Random Field [9][10]: 

Lafferty proposed a constrained based statistical discriminative model called conditional 

Random Field (CRF), it is an extension of both HMM and Maximum entropy model. In 

generative models (Figure 1) data is generated from hidden states/tags while in discriminative 

model tags / hidden states are generated from data. 

 
Figure 1: Generative Model 

 In generative models, like HMM, observation elements are represented as isolated units, 

independent from the other elements in an observation sequence. Dependencies are shown in 

figure 3. 

 
Figure 2: Discriminative model 

More precisely, In generative models like HMM, Maximum entropy model, the observation 

element at any given instant of time may directly depend on the state / tag. This assumption is 

appropriate for simple data sets, however best representation of observation sequence are done in 

term of multiple interacting feature and dependencies which are of long range between the 

observation elements. The most important advantage of discriminative model (Figure 2) like 

CRFs over hidden Markov models is their conditional nature, resulting in the relaxation of the 

independence assumptions required by HMMs in order to ensure tractable inference. Like 

Maximum entropy, CRF also avoid the label bias problem observed in HMM. 

 
Figure 3: Graphical representation of HMM, Maximum Entropy  

Conditional distribution is captured with the help of feature functions of data / word with class / 

tag and a linear combination of feature functions with their weights is used to identify the best 

sequence. 

Mathematically problem can be expressed as. 
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Y*=argmaxy p(y|x:w)= argmaxy∑ 𝑤𝑗 𝐹𝑗(𝑥, 𝑦)𝑗  

P(y*|x*:w) = 
𝒆𝒙𝒑(∑ ∑ 𝒘𝒋𝒇𝒋(𝒚𝒊−𝟏,𝒚𝒊,𝒙∗,𝒊))𝒋

 
𝒊

∑ 𝒆𝒙𝒑(∑ ∑ 𝒘𝒋𝒇𝒋(𝒚𝒊−𝟏,𝒚𝒊,𝒙∗,𝒊))𝒋
 
𝒊𝒚

 

By using this formula P(y*|x*:w) is estimated that is the linear sum of all feature function with 

their weights considering all other words in word sequence for a tag sequence over linear sum of 

all feature function with their weights considering all other words in word sequence for all tag 

sequences. This is very good approach for POS Tagging and its accuracy are better than 

Maximum Entropy and HMM based approach. But its training is very slow and feature function 

finding is a lengthy process. POS Tagger implemented using this approach claimed accuracy 

around 97%. 

Support Vector Machine[ 11 ][12 ]: 

Support Vector Machine (SVM) is machine learning based approach for classification, proposed 

by Vapnik.  This approach can handle many NLP problems like POS Tagging, Text 

Categorization, Speech recognition etc. with high accuracy. Initially SVMs are used for binary 

classification problems and it searches a hyper plane with maximum margin to separate linearly 

separable data.  As in figure 1, there are two class linear separable data is represented in 2D 

space, class 1 data is represented with ‘-’ and class 2 data is represented by ‘+’ (Figure 4).  

 
Figure 4: Linear separable Data in 2D 

A number of hyper planes (lines) are existed to separate binary class data, the hyper plane which 

shows maximum margin from both class data. 

Mathematically linear hyper plane can be expressed as 

W . X +b = 0 

Where W is weight vector and X is Data vector. In training, weights are changed to get hyper 

plane with maximum margin from both sides. 

 Non linearly separable data is transformed into higher dimensions and hyper plane is searched in 

new high dimensions data, a 2D non linearly separable data is transformed into 3D linearly 

separable data (figure 5). 

  
Figure 5: Transformation of Data from 2D to 3D 

For K class classification problem as POS tagging, K SVMs are used, K SVM are placed in 

parallel and each one of them is trained to separate one class from the K - 1 others as shown in 

figure 7. 
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Figure 6: 3 class data   

To use this model, each word is considered as a object with a number of attributes. Feature 

functions of word and tag, that includes word, tag, context words, lexical and morphological 

information of word is considered as attributes of input word. This is a powerful approach for 

POS tagging, 97 % accuracy are claimed by the authors. Main drawback of SVM based is its 

training (parameter estimation) is very slow.  

Transformation Based tagging [ 13 ][14 ]: 

Eric Brill proposed a rule based transformation approach for part of speech tagging (figure 8). In 

this approach initially most probable tag is assigned to each word of untagged corpus without 

considering any context and any linguistic feature. This task can be performed using simple 

lexicon. Unknown words are tagged using some lexical properties of words for example words 

end with ‘ous’ are tagged as adjective , capitalize unknown words are tagged as proper noun, and 

other unknown words are tagged as noun. After tag initialization, results are checked by linguistic 

expert. Wrong tagged words are corrected by the linguistic and submitted to system. From 

corrected corpus, system generates some replacement rules, and continues this process repeated 

until satisfactory results are not achieved.  

Replacement rules are like 

Change tag a to tag b when: 

1. The preceding (following) word is tagged z. 

2. The word two before (after) is tagged z. 

3. One of the two preceding (following) words is tagged z. 

4. One of the three preceding (following) words is tagged z. 

5. The preceding word is tagged z and the following word is tagged w. 

6. The preceding (following) word is tagged z and the word two before (after) is tagged w. 

7. The current word is (is not) capitalized. 

8. The previous word is (is not) capitalized. 

 
Figure 7: Transformation based model 
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This is put under unsupervised approach for POS Tagging. Here a large volume of pre tagged 

corpus is not required and there is no need to store large size contextual probability and statistics 

information of words also. This is a machine learning approach in which rules are automatically 

generated from the data. Before this approach, researchers show that NLP problems can not be 

modeled by the classical linguistic rule base approach and statistical approaches are the only 

solution for it. But Brill proved that NLP problem can be modeled with transformation based 

approach.           
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