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Abstract 
The performance of a digital filter depends on the hardware platform and the computational 

structure. Pipeline processing is used to achieve high throughput and speed, but it can be 

challenging in feedback systems like IIR filters. FIR filters have advantages such as linear phase 

and stability but require higher orders and additional hardware demands, arithmetic operations, 

area usage, and power consumption. we proposes a design and implementation approach for non- 

pipelined and pipelined FIR filters that optimize performance while preserving the dynamics of 

the filters. The proposed approach is well-suited for practical applications where real-time 

implementation and low power consumption are critical factors. The proposed structure requires 

fewer adders than the traditional direct form filter and is more power-efficient than direct and 

transposed filters. The simulation results shows that the proposed structure consumed 19.62% less 

power in comparison to traditional direct form filter design. This structure has the potential to be 

an appealing alternative due to its ability to achieve both the potential for trade-offs and 

complexity reduction of parallel architecture. 

Keywords: Finite Impulse Response (FIR), Pipelining and parallel Architecture, 

Restructral Design, Optimization Techniques. 

1. Introduction 
Digital filters are an important component of digital signal processing systems, used to extract 

meaningful information from raw input data. The performance of a digital filter depends not only 

on the capabilities of the hardware platform used, but also on the computational structure of the 

code. In order to achieve high throughput and speed, pipeline processing can be used to break 

down operations into smaller, quicker operations, with registers placed between levels to reduce 

critical path delay. However, pipeline processing can be challenging in feedback systems such as 

IIR filters, as the introduction of registers in a feedback loop can alter the loop delay and modify 

the transfer function. To overcome this challenge, computations must be redeveloped into a look- 

ahead filter form. FIR filters, on the other hand, offer advantages such as linear phase, stability, 

fewer finite precision errors, and efficient implementation, but require higher orders and result in 

additional hardware demands, arithmetic operations, area usage, and power consumption. As a 

result, minimizing these parameters is a key goal in digital filter design. In this paper, we present a 

design and implementation approach for non-pipelined and pipelined IIR and FIR filters that 

optimize performance while preserving the dynamics of the filters. Finite Impulse Response (FIR) 

filters are a type of digital filter widely used in digital signal processing applications. Unlike 

Infinite Impulse Response (IIR) filters, FIR filters have a finite impulse response and provide a 

linear phase response, making them ideal for applications that require precise phase information in 

the output signal. 

 

Figure 1 Structure of 5 taps FIR filter 

The effectiveness of the proposed approach is demonstrated through experimental results, which 

show that the proposed method achieves significant performance improvement over traditional 

methods while maintaining a low computational cost. This makes the proposed approach well- 
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suited for practical applications where real-time implementation and low power consumption are 

critical factors. 

The remaining contains are organized as follows. In section 2, the related work is presented. 

Section 3, outlined the methodology to design the traditional FIR structure. The hybrid form of 

low pass FIR filter design is discussed in section 4.   Then, in Section 5, results are presented 

where the proposed structure is compared with the traditional hybrid form FIR filter. Finally, the 

conclusions are given in section 6. 

2. Related work 
In the field of digital signal processing, high-performance FIR filters designed with various 

techniques have drawn attention. To increase the effectiveness and speed of FIR filters, numerous 

research work have been carried out in this area. Utilising hybrid FIR filter types, which combine 

the benefits of symmetric and asymmetric filters, is an alternative approach. To develop and 

implement a high performance FIR filter, various techniques might be used. Several of the popular 

techniques are discussed. Compared to symmetric filters, these filters offer a superior frequency 

response and need fewer coefficients [1]. Chao-Huang et al, [2] has suggested a novel design 

methodology for a cost-efficient FIR-Processor that can be easily implemented on SoPC systems. 

This methodology offers several advantages over conventional methods, such as flexibility in 

changing coefficient values and easy extension to an n-tap FIR filter. Additionally, it can work 

with high input signal frequencies, and many identical units can be integrated into one chip for 

parallel processing. Because of its effectiveness and simplicity, the Kaiser window and direct- 

form structure are suggested, and the optimised filter implementation uses 42% fewer hardware 

resources than a typical implementation. Overview of the FIR filter's power-efficient structure is 

  Pipeline processing: This involves breaking up the FIR filter into smaller, sequential 

stages, each of which can be processed in parallel using dedicated hardware. Pipeline 

processing reduces the critical path delay and improves the filter's throughput. 

 Look-Ahead Parallel FIR filter Structure: This involves implementing multiple FIR filters 

in parallel, each with a different set of coefficients. The input signal is split into multiple 

streams, and each stream is processed by a separate FIR filter. The output signals from 

each filter are combined to produce the final output signal. 

 Time-multiplexed FIR filters: This involves implementing multiple FIR filters using a 

time-multiplexed approach. The input signal is sampled and held, and each sample is 

processed by a different FIR filter. The output signals from each filter are time-multiplexed 

to produce the final output signal. 

 Distributed arithmetic: This is a method for implementing FIR filters using shift registers 

and lookup tables. The filter coefficients are represented in binary form and stored in 

lookup tables, and the filter is implemented using a series of shift and add operations. This 

method is well-suited for pipelining and parallel processing. 

The choice of method depends on the specific requirements of the application, such as the desired 

filter performance, hardware resources, and power consumption. Each method has its advantages 

and disadvantages, and the designer must select the most appropriate method based on the specific 

application requirements. By using these methods, it is possible to implement high performance 

FIR Filters with look ahead Approach in an efficient and resource-friendly manner, making it ideal 

for digital signal processing applications. 

3. Proposed an Efficient FIR Filter Structure 
FIR filters are frequently used. The transfer function of an Nth-order FIR filter can be expressed as 

N 

H(z) = ∑ hiz−i 
i=0 

 

(1) 

The transfer function for a FIR filter given in (1) can be divided into subsections of M taps and 

recast, assuming that N + 1 is an integer multiple 2 of M, as shown in 
(N+1) 

𝑀    
−1 

𝑀−1 

H(z) = ∑ [ ∑ ℎ𝑀𝑘+i z−i] 𝑧−𝑀𝑘 
k=0  i=0 

 
(2) 
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 Pipelining techniques: There are various pipelining techniques that can be used to optimize 

instruction execution time and increase program execution speed. These include 

instruction-level pipelining, data-level pipelining, and task-level pipelining. Each of these 

techniques involves breaking down a task or program into smaller subtasks that can be 

executed in parallel or in overlapping phases, thus reducing the overall execution time. 

 Hardware acceleration: Hardware acceleration is a technique that involves using 

specialized hardware to accelerate the execution of certain tasks, such as filter coefficient 

multiplication. This can be achieved using application-specific integrated circuits (ASICs), 

field-programmable gate arrays (FPGAs), or digital signal processors (DSPs), among 

others. 

 Parallel processing: Parallel processing involves breaking down a task or program into 

smaller subtasks that can be executed in parallel on multiple processing units or cores. This 

can significantly reduce the overall execution time of a program or task, and is often used 

in conjunction with pipelining and hardware acceleration techniques. 

 Code optimization: Code optimization involves writing code that is optimized for 

performance and efficiency, by minimizing the number of instructions required to execute 

a task, minimizing the use of memory and other system resources, and using efficient 

algorithms and data structures. Code optimization can help to reduce the overall execution 

time of a program or task, and is often used in conjunction with other optimization 

techniques such as pipelining and hardware acceleration.In many DSP systems, 

The final structure must then incorporate a matrix multiplication as a result of extra retiming [15]. 

The filter structure depicted in Figure 2 has equivalent numbers of multipliers, adders, and delay 

elements to any of the structures as long as N+1 is a multiple of M. However, similar to the 

traditional hybrid form FIR filters, the critical path is reduced compared to the direct form filter, 

and the number of wide delay elements is lower than that of the transposed form FIR filter. 

Additionally, instead of having multiple smaller MCM blocks as in the traditional hybrid form 

FIR filter, there is now one matrix MCM block. This not only enables the use of redundancies 

within a row or column of coefficients, but also between entire rows or columns [16]. 
 

 
Figure 2 FIR filter structure in Parallel from 

4. Results and Discussion 
A FPGA in the Virtex 4 family is used to synthesise the updated structure that has thus been built, 

as shown in Table 1, by combining the suggested methods based filter operations. The results of a 

proposed low-pass FIR filter design based on parallel structuer is compared with other existing 

designs. The simulation waveforms of broadcast and non-broadcast low-pass filters are expected 

to be the same, and the same is expected for cutset-retime and feed forward for third-order 

broadcast and non-broadcast low-pass filters for the Kaiser window when k=1 or k=2. The 

proposed third-order low-pass FIR filter design shows improved speed and area compared to 

existing designs. Specifically, the proposed design uses feedforward techniques for the broadcast 

low pass filters, using a Kaiser window when k=1 or k=2. The synthesis results and comparison 

with existing designs are shown in Table 1. The proposed design has shown that a lower power 

consumption and lower delay compared to existing designs, indicating that it is faster and more 

power-efficient. Power is measured in mw. 
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Fig.3.Average power consumption 

Figure 3 compares the power consumption of the proposed flexible architectural filter structure to 

that of an existing filter structure. The suggested FIR filter's average power for various filter lengths 

is compared to existing filter topologies. The results are shown in Table 2. It is discovered that the 

power consumption for the suggested design has been reduced by 19.62% when compared to the 

conventional form. 

5. Conclusion 
In this work, a proposed FIR filter structure that supports pipeling and parallel processing was 

taken into consideration. High performance FIR filters are created using a special case of a parallel 

filter with shared delay components for the subfilters. As shown, the proposed method requires 

less adders than the traditional direct form filter. The suggested FIR filter design, which is more 

power-efficient than direct and transposed filters, allows for the trading of the critical path, the 

maximum fan-out for a node, and the amount of larger delay elements. Given that it achieves both 

parallel architecture's potential for trade-offs and complexity reduction, the proposed structure 

seems to hold promise as an appealing alternative. Further investigation must be conducted, 

nevertheless, at the circuit level. A combination like this was previously unimaginable. 

Additionally, the suggested FIR filter design can leverage MCM blocks to create implementations 

that are more effective and require fewer multipliers and adders. 
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