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In today's world, video surveillance systems generate a massive influx of data,

often overwhelming human operators. This deluge of information makes it

challenging to effectively monitor and analyze events in real-time, hindering 

proact ive intervention and efficient post-event invest igat ion. Art ificial 

intell igence (AI) offers a powerful paradigm shift in addressing these 

limitations. By endowing surveillance systems with the ability to automatically

perceive, reason, and learn from visual data, AI promises to unlock unprecedented

levels of efficiency, accuracy, and actionable insights.   This exploration delves into

the crucial need for an efficient mechanism to harness the transformative potential

of AI within video surveillance. Efficiency, in this context, encompasses several key

aspects: optimized resource utilization (computation, storage, bandwidth), rapid and

accurate processing of video streams, scalability to handle large deployments, and

seamless integration with existing infrastructure. Without a robust and efficient

underlying mechanism, the promise of AI-powered surveillance risks being

bottlenecked by practical limitations.   The subsequent discussion will highlight

the challenges and opportunities in building such an efficient mechanism, exploring

various AI techniques like deep learning, computer vision algorithms, and edge

computing strategies. It will also touch upon the importance of data management,

model optimization, and system architecture in achieving truly efficient and impactful

AI-driven video surveillance applications. The goal is to pave the way for surveillance

systems that are not merely passive recording devices but intelligent sentinels capable

of proactively safeguarding our communities and assets.

It is my sincere hope that this book will inspire you, provide clarity on complex topics,

and serve as a trusted resource in your personal and professional development.

While writing this book I personally thank to my parents who always support me,

my w i fe  and ch i ld  who has  g iven  me confidence to  comple te  th is  book .

I also thank to my respected guide Dr. Jawandiya Sir without which this book is not

possible. And last but not the least my friends who always encourage me to gain new knowledge 

in my field ------Vaibhav 
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Research Methodology Used for Object Detection & 

Identification of Unusual Behavior 

This chapter of this research work provides the detailed information about the 

methodology used for developing this framework where we have defined different phases for 

the object detection, object classification and recognition along with the identification of 

the unusual behavior. 

 
1. Research Methodology 

Several crucial steps must be taken in order to develop a framework to develop the system for 

better security. The framework's high-level description is given below: 

A. Phase 1: Object Detection and Classification with Live Camera Feed Our 

project's first phase is to develop a system that can identify and categorize items in real 

time using a live video stream. The core objective is to accurately recognize and 

classify objects into two basic categories: cars and humans. 
 

 
 
 

 
Fig 1: Components of Phase 1 

• Data Collection: Compile a varied collection comprising pictures of people and 

other kinds of cars taken in various settings, lighting situations, and perspectives. 

• Preprocessing: Preprocess the collected data to ensure uniformity in size, color, and 

orientation. Augment the dataset if necessary to improve model generalization. 

• Model Selection: Choose a suitable deep learning model architecture for item 

recognition and classification, such as SSD (Single Shot MultiBox Detector), YOLO (You 

Only Look Once), or Faster R-CNN (Region-based Convolutional Neural Network). 

• Training: Train the selected model on the prepared dataset using a powerful 

B. 
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GPU-accelerated infrastructure to expedite the training process. 

 
C. Phase 2: Anomaly Detection for Humans and Vehicles 

In Phase 2, our focus shifts to identifying unusual behaviors exhibited by humans and 

vehicles detected in Phase 1. The goal is to create an anomaly detection system 

capable of flagging suspicious activities or behaviors in real-time. 

 
Fig 2: Components of Phase 2 

• Feature Extraction: Gather pertinent information from the objects that have been 

spotted, such as their direction, speed, movement patterns, and proximity to specific 

locations. 

• Anomaly Detection Model: Develop an anomaly detection model using techniques 

like supervised learning (e.g., classification algorithms trained on labelled anomalous 

behavior).or unsupervised learning (e.g., clustering algorithms such as k- means) or 

• Fusion Logic: YOLO and SSD was used for the fusion by implementing the 

intersection over union (IoU) and Average confidence score for final detection of the 

unusual behavior. 

• Training and Validation: Labelled data with both normal and abnormal behaviors 

can be used to train the anomaly detection model. Make sure the model can effectively identify 

abnormalities while reducing false positives by validating 
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its performance using the right metrics. 

• Integration: Integrate the anomaly detection module with the object detection and 

classification system developed in Phase 1, enabling seamless analysis of live camera 

feeds. 

• Alert Mechanism: Implement an alert mechanism to notify relevant stakeholders 

(e.g., security personnel, system administrators) in real-time when anomalous behavior is 

detected. This could involve triggering alarms, sending notifications to mobile devices, or 

integrating with existing security systems. 

By completing both phases of the project, we will have a comprehensive AI powered 

surveillance system capable of not only detecting and classifying humans and vehicles in real-

time but also identifying suspicious or unusual behaviors, thus enhancing security and 

situational awareness in the monitored environment. The Methodology for this system will 

make use of different algorithms in the area of Artificial Intelligence which will improve 

performance of Video Surveillance System in regards with the accuracy and efficiency. 

 
2 Fusion Technique 

In order to increase the precision and dependability of identifying anomalous behaviors 

in crowds, fusion systems for abnormality detection combine data from several sources or 

employ several approaches. These methods combine various sensors, algorithms, or 

modalities (including audio, video, thermal data, and even social media analysis) to identify 

anomalous activity in a crowd more thoroughly and accurately. Fusion procedures are 

effective because they reduce the drawbacks of individual approaches by utilizing the 

advantages of several data sources and methodologies. 

Here are some key fusion techniques used for abnormality detection in crowds: 
 

 
3 Data-Level Fusion (Sensor Fusion) 

Fusion at the Data level combines data from multiple sensors to create a single, cohesive 

dataset before any analysis. The goal is to use complementary data to provide richer 

information about the environment or crowd. Video cameras might capture visual data while 

thermal sensors detect heat signatures, and both data streams are combined for better 

detection accuracy, especially in low-light or challenging conditions. In public safety, 

combining visual surveillance with 
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thermal imaging helps detect abnormalities such as overcrowding in low visibility 

situations (e.g., at night or in smoke-filled environments). 

• Weighted Averaging: Combines multiple sensor readings into a single dataset 

based on the relevance or confidence level of each source. 

• Kalman Filtering: Predicts and combines sensor data over time for more reliable 

results. 

 
4 Feature-Level Fusion 

Features are taken independently from several data sources and then integrated to create a 

single feature vector, which is subsequently examined for anomalies in feature-level 

fusion. This is a middle-ground fusion technique that merges relevant information 

from each modality or sensor. Combining crowd density features from video data with 

acoustic features like noise levels to detect crowd panic or abnormal behaviour. Used in large 

event surveillance, where video footage and sound recordings are analysed together to detect 

crowd unrest (e.g., fights or stampedes). 

• Concatenation of Features: creates a single, comprehensive feature vector for 

analysis by combining feature vectors from several modalities. 

• PCA (Principal Component Analysis): decreases the fused feature set's 

dimensionality, which facilitates anomaly detection. 

 
5 Decision-Level Fusion 

In this type of fusion, individual decisions from separate anomaly detection systems 

or algorithms are combined to make a final decision. Each system operates independently, and 

its output (normal or abnormal) is then fused to produce a more robust decision. Outputs from 

crowd detection systems using video analysis, audio monitoring, and social media data are 

independently analysed and their decisions are fused using techniques like voting or 

confidence weighting. In smart city monitoring, decision-level fusion could be applied by 

using multiple surveillance systems to detect anomalies in large gatherings, like protests or 

unexpected crowd formations. 

• Majority Voting: The outcome that most systems agree on is used to make the 

ultimate decision. 

• Dempster-Shafer Theory: A probabilistic framework for combining 
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decisions with varying degrees of certainty from different sources. 

 
6 Hybrid Fusion (Combination of Levels) 

Hybrid fusion involves combining data, features, and decisions at multiple levels to achieve 

more accurate abnormality detection. This approach offers flexibility in selecting the most 

effective fusion strategy at each stage of analysis. Thermal data and video are first 

combined at the data level to improve image clarity, then feature- level fusion is performed 

to extract crowd movement patterns, followed by decision-level fusion to finalize the 

anomaly detection. Used in highly sensitive environments such as airport security, where 

multiple types of data (e.g., visual, thermal, audio) are analysed together to detect 

unusual behaviour in crowds. 

• Multi-Sensor Data Fusion Architecture: Combines multiple fusion strategies 

into a layered structure that integrates data, feature, and decision levels. 

 
7 Multimodal Fusion 

The combination of various sensory data, including text, audio, and video, to identify 

anomalies in a crowd is known as multimodal fusion. This method makes use of the 

advantages of several kinds of data , providing richer information and better detection of 

complex anomalies. Using video surveillance for real-time crowd monitoring, coupled 

with audio analysis for detecting screams or panic, and incorporating social media feeds to 

predict crowd unrest. In large public gatherings, 

multimodal fusion helps security teams monitor for abnormal crowd behaviours, such as a 

sudden increase in noise levels, coupled with unusual crowd movement. 

• Multimodal Deep Learning: Neural networks designed to handle multiple 

data modalities (e.g., video, audio, sensor) simultaneously, learning from the 

interactions between them. 

• Joint Representation Learning: A method where multiple modalities are mapped 

into a shared feature space, allowing the system to correlate different data 

types effectively. 

 
8 Context-Aware Fusion 

Context-aware fusion takes into account additional contextual information when 
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combining data from multiple sources. This technique improves anomaly detection 

by considering the environment and external factors that could influence the crowd's 

behaviour. In an outdoor event, the fusion system may combine video footage of the 

crowd with weather data (e.g., temperature, wind speed) and contextual information 

(e.g., event type) to adjust the anomaly detection threshold. This approach is valuable for 

dynamic environments, such as disaster management or emergency response, where 

environmental conditions can significantly impact crowd behaviour. 

• Bayesian Networks: Use probabilistic models to incorporate contextual 

information into the fusion process, making anomaly detection more sensitive 

to the situation at hand. 

• Markov Models: Track the evolution of crowd behaviour over time, 

integrating context to detect anomalies based on transitions between normal 

and abnormal states. 

 
9 Time-Series and Temporal Fusion 

Temporal fusion techniques are designed to capture and fuse data over time, detecting 

anomalies based on changes in crowd behaviour across different time points. This is useful 

for understanding how the crowd evolves and whether any gradual shifts indicate 

potential threats. A system that monitors a crowd's movement speed and direction 

over time, identifying sudden changes that may indicate a panic or an unexpected rush. 

Used in public transportation hubs or stadiums to detect real-time abnormalities, such as 

sudden surges or bottlenecks in pedestrian flow. 

• Recurrent Neural Networks (RNNs): Analyse sequential data, detecting 

temporal anomalies in patterns such as crowd movement or density over time. 

• Kalman Filters: Used to smooth and predict future crowd behaviour by fusing past 

and present data. 
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A Mechanism for Application in Video Surveillance 

 
1 System Design 

There are three primary parts to the deep convolutional architecture for detecting anomalous 

activity in a smart surveillance system.s: 

• Human identification & differentiation. 
 

• A posture classifying module. 
 

• A module for detecting and identifying anomalous behaviors. 
 

• Fusion processing of YOLO and SSD with DBSCAN. 

The proposed methodology for crowd behavior detection, illustrated in Figure 4.1, 

distinguishes between suspicious and normal behavior by fusing YOLO and DBSCAN 

models on input videos. Video preprocessing involves frame extraction and dataset 

cleaning. Subsets of the dataset are separated for testing, validation, and training. Based 

on a number of criteria, crowd behavior is then classified as either suspicious or normal 

using a classification technique. 

 
2 System Flow 

A normal flow for the system is as follows: 
 

 

 

 
Fig 3 Normal flow diagram for this system 
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Fig.4 Diagrammatic representation of the proposed system 

 
 

 

Fig. 5 Framewise flow of the system 

 

A growing number of individuals are leading increasingly inactive lives. Studies suggest 

that many people spend over half of their day seated, with those experiencing limited 

mobility potentially sitting for up to 85% of their waking hours.[26] This trend is often 

exacerbated by muscle and bone deterioration, which can result from aging or 

neurodegenerative conditions.[27] Consequently, individuals with reduced mobility 

frequently rely on wheelchairs to maintain their independence. While wheelchairs 

significantly improve mobility, their use inherently increases sedentary behavior, 

potentially leading to both physical and psychological challenges associated with 

prolonged sitting.[28] 
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3. Flow of the system for training videos Step 1: 

Train the videos from the dataset. 

 
Step 2: 

Capturing the video Cap=cv2.videocapture() 

Step 3: 

Converting the trained videos into frames in jpg format 

Step 4: 

Captured frames will be stored automatically in the folder. 

Step 5: 

When searching for the image, if it is available, it will perform the process of 

resizing and finding the inter-area. 

Image=cv2.resize(image,(227,227),interpolation=cv2.INTER_AREA) Step 6: 

After resizing, it will convert the original image into a grayscale image 

Gray=0.2989*image[:,:,0]+0.5870*[:,:,1]+0.1140*image[:,:,2] 

Step 7: 

Resized Stored images will be calculated by using Mean and Std. Dev 

Step 8: 

And the result will be saved as model training using YOLO ,SSD and DBSCAN 

4.1.1 Flow of the system for testing videos Step 1: 

Load the saved model. 

Step 2: 

Capturing the test video Cap=cv2.videocapture() 

Step 3: 

Captured frames will be opened, the empty array will be generated. 



 

10  

Step 4: 

Read the captured frame. Step 4: When searching for the image, if it is available, it will 

perform the process for resizing (600 x 700) and find the inter-area. 

Image=cv2.resize(image,(227,227),interpolation=cv2.INTER_AREA) Step 5: 

After resizing, it will convert the original image into a grayscale image 

Gray=0.2989*image[:,:,0]+0.5870*[:,:,1]+0.1140*image[:,:,2] 

 

Step 6: 

Resized Stored images will be calculated by using gray Mean and Std. Dev 

Step 7.: 

The gray result will be stored in an array. 

Step 8: 

The dumped array image is resized and expanded. 

Step 9: 

Output has been predicted with the help of a dump array image. 
 

 
Step 10: 

Output is measured with the resized dump image array with the loss value of 

0.0068 to find the events. 

4 YOLO5 

YOLOv5 is a state-of-the-art object detection model designed for speed and accuracy. Its 

architecture can be broken down into three main parts: the Backbone, the Neck, and the Head. 

Here’s a straightforward explanation of each component and how they work together to 

detect objects in images and video. 
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Fig. 6 YOLO5 Architecture 

 

5 Backbone Function: 

Features are extracted from the input image by the backbone. These characteristics include 

patterns and specifics that aid the model in identifying the objects and their potential 

locations. Convolutional Layers generate feature maps by applying filters to the input 

image. Different elements of the image, including edges, textures, and colors, are captured 

by each layer. More intricate and abstract details are revealed as the image moves through 

the levels. This procedure is similar to how the human brain processes visual information 

at several levels to identify shapes and things. 

 
6 Neck Function: 

The Neck further processes the features extracted by the Backbone to make them more 

useful for detecting objects of different sizes. It combines and refines these features to 

improve detection accuracy. Feature Pyramid Network (FPN): This component helps the 

model recognize objects at multiple scalesIt uses the feature maps from the various 

Backbone phases and processes them to ensure that both small and large objects can be 

detected effectively. Path Aggregation Network (PAN): This helps in enhancing feature 

representation by combining features from different layers. This procedure enhances the 

model's comprehension of context and sharpens object boundaries. The Neck acts like a 

smart organizer, taking 
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the detailed information from the Backbone and sorting it in a way that makes it easier for 

the model to spot objects, no matter their size. 

 
7 Architecture of SSD 

SSD is composed of two main components:Base Network (Backbone): 
A pre-trained convolutional neural network (such as VGG16 or ResNet) forms the initial 

component of SSD. It functions as a feature extractor, producing high- level feature maps 

from the input image. 

• Additional Feature Layers: 

To produce feature maps of various scales, a number of convolutional layers are layered 

on top of the underlying network. Objects with varying sizes and aspect ratios can be 

detected using these layers. 

 
Workflow of SSD 

• Input Image: 

The input image (usually 300x300 or 512x512) is passed through the backbone network, 

generating feature maps. 

 
• Convolutional Feature Maps: 

SSD utilizes multiple-layer feature maps (e.g., conv4_3, conv7, and further additional 

layers). These layers provide multi-scale detection (e.g., smaller layers detect small objects, 

deeper layers detect larger objects). 

 
• Anchor Boxes (Default Boxes): 

SSD specifies a collection of anchor boxes with various aspect ratios and scales at every 

point in the feature maps. These boxes are used to predict the presence of objects. For example: 

4:3, 1:1, 2:1 aspect ratios, etc. SSD places these default boxes at every spatial position of the 

feature maps. 

• Class Scores and Bounding Box Regression: 

• SSD forecasts each anchor box's: 

▪ Class scores: Probability of each object class (e.g., cat, car, person, etc.). 

▪ Bounding box offsets: Adjustments to improve the accuracy of the anchor 

box’s fit to the actual object. 

• Non-Maximum Suppression (NMS): 

Multiple predictions for the same object can appear. SSD selects the box with the highest 
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confidence in order to remove redundant detections using Non-Maximum Suppression 

(NMS). 

• Output: 

The final output is a set of detected objects with: 

• Class labels (e.g., cat, person) 

• Bounding box coordinates (x, y, width, height) 

• Confidence scores (how likely the detection is correct) 

 
 Advantages of SSD Speed: 

SSD can process images in real time, achieving high frame rates suitable for applications 

like video processing. 

Multi-scale Feature Detection: 

Using different feature maps enables the detection of both small and large objects. 
Single-shot Detection: 

Unlike Faster R-CNN, SSD performs classification and object localization in a single 

forward pass. 

 
Challenges: 

• Performance on Small Objects: 

Compared to two-stage detectors like Faster R-CNN, SSD typically has trouble 

handling small objects. 

• Trade-off between Speed and Accuracy: 

Faster variants of SSD (like SSD300) may not be as accurate as slower models like Faster 

R-CNN. 

 
Variants of SSD: 

• SSD300: Processes 300x300 images for faster predictions. 

• SSD512: Processes 512x512 images with higher accuracy, though slower. 

 
• MobileNet-SSD: An SSD that is lighter and better suited for embedded and mobile 

systems. 
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8 Proposed Methodology to achieve the Objectives 

Data Gathering and Preparation 

A dataset of surveillance footage from numerous environments such as streets, buildings, 

parking lots, and public areas is collected. Ensure the dataset includes examples of both 

normal and anomalous activities. Data Labels are annotated in collected footage with 

bounding boxes for the objects and activities of interest. This helps model learn to 

identify and classify different types of objects and behaviors. Specific annotations for 

anomalies are included, marking anomalous events. Video frames are resized to a 

consistent size suitable for YOLOv5 input (e.g., 640x640 pixels). Pixel values are 

normalized to ensure consistency and improve model performance. Data is augmented 

with techniques like flipping, rotation, and color adjustments to increase robustness. 

 
Model Training 

Fine-tune the YOLOv5 and DBSCAN model on the annotated surveillance dataset. This 

includes adjustment of model weights to better recognize objects and activities 

specific to the surveillance context. A combination of supervised learning (with 

labelled normal and anomalous events) is used to enhance detection accuracy. 

Model is optimized using a loss function that combines classification loss (to correctly 

identify object classes), localization loss (to accurately predict bounding boxes), and 

confidence loss (to ensure the detected objects are likely to be correct). Monitor training 

progress using metrics like precision, recall, and mean average precision. 

 
9 Anomaly Detection 

The anomaly detection step of our proposed methodology is essential since it ensures 

that observed items are classified. During this stage, the model is fed the patterns 

discovered in visual images or real-time frames during the analysis phase. The next 

step is to classify the discovered objects into the highlighted categories. Security 

camera live video feeds were processed using DBSCAN and an improved YOLOv5 model. 

Each frame's contents are detected and categorized by the model, which also assigns a 

label and a bounding box to each object. 

 
4.1.2 Requirement specification for the system to execute 

This study used a computer hardware specification that included an NVIDIA Quadro 

RTX 5000, a Jupyter notebook or Visual Studio Code, a Core i5 CPU, and 16GB of RAM. 

Libraries such as TensorFlow, NumPy, Pillow, Seaborn, and OpenCV v3.3.0 were 
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utilized to set up the development environment. The Darknet-53 framework and 

CUDA 10.2 were also built with GPU processing to expedite model training. Pretrained 

weights were imported from the YOLOv5 model and DBSCAN for initialization. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Implementation of System 

This chapter deals with the complete procedure for implementation of designed system 



 

16  

using python , stating how to install the python ,installing the desired libraries , loading 

the pretrained models for object detection, recognition and classification. IT consist of 

snapshots of the source code for our project also. 

Implementation process continues with following basic steps: 

• Training and Testing Process 

• Modelling Process 

• Detection process 

• Visualization process 

 

 

1 PROCESS FOR SSD AND YOLO 

Libraries used 
 

Fig 7 Libraries used in the system 

SSD Model loading 
 

Fig. 8 SSD model loading phase for processing 
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Object detection phase in SSD 
 

 

Fig. 9 Object detection phase in SSD 
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Anomaly detection in SSD using DBSCAN 
 

Fig. 10 Anomaly detection in SSD 

YOLO model loading phase 
 

Fig. 11 YOLO model loading phase for processing 
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Object detection phase in YOLO 
 

Fig. 12 Object detection phase in YOLO 

 

 

Anomaly detection in YOLO using DBSCAN 
 

Fig. 13 Anomaly detection in YOLO 
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Performance analysis 
 

Fig. 14 F1 score, Precision and Recall evaluation 

Findings and Conversation 

 

In PHASE 1 we find out the processed output of the YOLO model and in Phase 2 we 

processed this output as an input to SSD and accuracy with the fusion of model is more 

in comparison to individual model. The output of individual model and combined models 

was given as follows: 

YOLO 
 

 

 

 

Fig. 15 F1 Score for YOLO 



 

21  

a. F1 Score: 0.5011 

F1 score is harmonic mean of precision and recall . A score of 0.5011 is moderate, reflecting 

the trade-off between the high recall and low precision. 

 

 

 

 
Fig. 16 Precision Recall Curve for YOLO 

b. Precision: 0.3343 

The precision metric quantifies how accurate the positive forecasts are. A precision of 

0.3343 means that around 33% of the objects that YOLO predicted as positives (detected) 

were actually correct. This is relatively low, indicating that YOLO has a high rate of false 

positives in this case. 

c. Recall: 1.0 

Recall is the measure of how many actual positive objects was detected out of all the 

positives present. A recall of 1.0 means YOLO detected all the actual objects correctly. 

However, the high recall combined with the low precision suggests that YOLO is detecting 

too many false positives while still capturing all the actual objects. 
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Fig. 17 Anomaly Detection using YOLO 

 

SSD 
 

 

 

 

Fig. 18 F1 Score for SSD 

a. F1 Score: 1.0 

Since both recall & precision are perfect, the F1-score is also 1.0, indicating flawless 

performance. 
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Fig. 19 Precision Recall Curve for SSD 

b. Precision: 1.0 

SSD’s precision is 1.0, meaning it perfectly predicted all the positives. No false positives 

were reported. 

c. Recall: 1.0 

A recall of 1.0 means SSD detected all actual objects in the video. This indicates 

that SSD correctly identified all objects present and did not miss any. 

 

 
Fig. 20 Anomaly Detection using SSD 



 

24  

Fusion Output of SSD and YOLO 
 

 

 

Fig. 21 F1 Score for SSD and YOLO 
 

 

 

 

Fig. 22 Precision Recall Curve for SSD and YOLO 
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Fig. 23 Anomaly Detection using SSD and YOLO 

Summary 

• YOLO: 

While YOLO has a perfect recall, meaning it did not miss any objects, it has a low 

precision, which means it is incorrectly detecting a lot of false positives. The low precision 

pulls down its F1 score to about 0.50. 

 
• SSD: 

On the other hand, SSD performed perfectly with a recall, precision and f1 score of 1.0, 

indicating it identified all objects correctly without any false. 

 
• SSD and YOLO: 

After making fusion of SSD and YPLO the output changes and the accuracy increases. 

In this process we make use of processed output of SSD as an input to YOLO to make an 

efficiency with higher performance. 
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